














Al is a full stack problem
NVIDIA Al Enterprise — the ‘Operating System’ for Al

Al Workflows, Frameworks and Pretrained Models

v Cloud Native, Hybrid Optimized

Autonomous
Vehicles

Customer

Service Cybersecurity

Recommenders Logistics Robotics

Medical Imaging Speech Al Conversational Al th'cs Communi Video

-cations Analytics

v Deploy anywhere: on-prem and in the cloud

Al and Data Science Development and Deployment Tools .
v Reduce OSS development complexity

Cloud Native Management and Orchestration v Secure and Scalable
v Certifications with broad partner ecosystem

Infrastructure Optimization
v Improved Al model accuracy

Accelerated Infrastructure v Standard Support 9 x 5, Premium 24x7

Cloud Data Center Edge Embedded

NVIDIA DGX Cloud



References in for building a hybrid Al platform/factory



Enterprises Face Challenges Experimenting With Generative Al

Organizations must choose between ease of use and control

Managed Open-Source
Generative Al Services Deployment
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NVIDIA NeMo / NIM



» State-of-the-art community,
commercial and NVIDIA-built
models

* Performance-optimized for GPU-
accelerated stack

Models “to-go”:
deploy in production with NIMs




NVIDIA NIM Optimized Inference Microservices

Accelerated runtime for generative Al

Prebuilt container and Helm chart ——

Industry standard APIs

Support for custom models —

Domain specific code 1

Optimized inference engines

NVIDIA NIM

DGX &
DGX Cloud

Deploy anywhere and maintain control of
generative Al applications and data

Simplified development of Al application
that can run in enterprise environments

Day 0 support for all generative Al models
providing choice across the ecosystem

Improved TCO with best latency and throughput
running on accelerated infrastructure

Best accuracy for enterprise by enabling tuning
with proprietary data sources

Enterprise software with feature branches, validation
and support



Improved Efficiency Out of the Box

State-of-the-art Throughput Reduces Overall Cost of Solution

Llama 3 70B NIM Delivers 5X Higher Throughput

1346
tokens/sec

5X

improved
throughput

250
tokens/sec

NIM Off NIM On



NVIDIA NeMo Retriever NIMs

Available for download today at ai.nvidia.com

215
rankings/sec

107

embeddings/sec

improved
throughput

improved
throughput

123

rankings/sec

52

embeddings/sec

%

A

NV-EmbedQA-Mistral7B-v2 NV-RerankQA-Mistral4B-v3
Multilingual text embedding model Text reranking for high accuracy question answering
NV-EmbedQA-Mistral7B-v2, 1xH100 SXM; passage token length: NV-RerankQA-Mistral4B-v3, 1xH100 SXM; query token length: 20,

12 batch size: 64 t client ts: 3: NIM Off: FP1 passage token length: 512, batch size: 40, concurrent client
Sle, bla:,9CO Iz‘tzeen?y:fg.gi:urNrﬁ\; Ocn‘;eQPBregS(e)S\aSte%cy; ~1.085. 5 requests: 3; NIM Off: FP16, P90 latency: ~1s; NIM On: FP8, P90

latency: ~0.56s



Building Generative Al Applications for the Enterprise
Build, customize, and deploy generative Al models with NVIDIA NeMo.
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NeMo Curator

NeMo Customizer

NeMo Evaluator

NeMo Retriever

NeMo Guardrails

Data Prep

Training and Customization

NVIDIA DGX Cloud

Deployment







